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Abstract 
 
This overview demonstrates the need for school librarians to consider supplementing coding 
instruction with ethical discussions. School librarians are increasingly incorporating coding into 
library instruction through play, tutorials, collaboration in content areas, and design thinking 
projects. To enhance students’ ethical decision making and empathy for others, school librarians 
can also incorporate ethical decision-making into coding activities. In this article, the authors 
explain why this is important, and present an ethical discussion model. These strategies may help 
school librarians work towards teaching social justice issues as part of coding programming. 
 
Keywords: coding, school libraries, ethics 
 
 
 
 

 
 
 
 
 
 
 

 
 
 
 

 

1 Jenna Kammer, Ph.D., M.L.S., M.A. Ed., is an assistant professor at the University of Central Missouri. 
She teaches library science. Prior to working as a professor, Dr. Kammer was an instructional designer and 
reference librarian.  

2 Lauren Hays, Ph.D., M.L.S., is an assistant professor at the University of Central Missouri. She teaches 
educational technology. Prior to working as a professor, Dr. Hays was an academic librarian.  
 



Education Libraries, 44:1 (2021) 
© Education Division, Special Library Association 

2 
 

Introduction 
 

In the book, Automating Inequality: How High-Tech Tools Profile, Police, and 
Punish the Poor, Eubanks (2018) explains how automated systems have worsened 
inequalities for the poor through profiling, surveillance, and punishment. One of the 
reasons for this is that engineers, programmers, and data scientists themselves have pre-
existing bias about poverty (Eubanks, 2018). Bias in code occurs when programmers 
make choices, choose data, and select metrics without considering the ethical 
implications. The choices, data, and metrics are not neutral and need to be fully 
understood to lessen the harm that can be done. One way to reduce programmer bias is 
for computing professionals to consider the social and economic implications of their 
designs and approach their work with a “philosophy of non-harm” (Eubanks, 2018, p. 
212), something similar to a Hippocratic Oath for those working with computer systems. 
Eubanks’ call to action is an opportunity for school librarians to consider how to teach 
coding with this same philosophy in mind. 

As educators, we were particularly inspired by Eubank’s book and its message. 
We felt it addressed critical concerns for preparing future educators that are often 
overlooked in technology education. We sought to understand more about the problem of 
bias in technology, as well as identify how these concerns are addressed in practice. In 
this paper, an overview of coding in school libraries is provided, with an emphasis on 
identifying opportunities for school librarians to include ethical practice when working 
with young programmers. For school librarians in particular, the intersection of coding 
and information ethics is highly relevant, and the American Association of School 
Librarians (2018) have established goals related to the ethical use of information.  

 
School Libraries and Coding 

 
Libraries that serve children increasingly offer opportunities for students to 

experience coding, with coding and maker activities serving as the top two tech-related 
activities in the library (School Library Journal, 2019; Subramanium et al., 2019). Harrop 
(2018) describes how libraries of all types offer coding activities for youth as part of 
makerspaces, coding classes, coding clubs, or code-a-thon events. Libraries may offer 
coding to fill a gap in computer science programming in their community or school, or 
include it because it is an interactive, enjoyable learning experience for students (Martin, 
2017). In some schools, the library may also be the only location where students can 
access coding activities. Many school libraries include coding as part of their STEM 
programming, particularly at the elementary level where coding supports digital literacy 
and provides equitable opportunities for students to learn a technical skill useful in the 
21st century workforce (Dadlani & Todd, 2015).  

School librarians increasingly integrate technology into learning, with many 
serving as technology leaders in their schools. Wine (2016) explains that school librarians 
work in collaboration with technology specialists and may even serve as the technology 
specialist if there is not another professional in that role. The School Library Journal’s 
(2019) Technology Report also shared data that demonstrated that school librarians 
identify as technology experts, spearheading coding initiatives and often being 
responsible for technology usage or instruction within the school. In addition, the 
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American Association of School Librarians (AASL) (2019) has responded to the influx of 
school librarian-led coding initiatives by creating a crosswalk that aligns the AASL 
standards with Code with Google’s CS First curriculum. The crosswalk explains that 
within each of the AASL Shared Foundations, there are one-hour and multi-day activities 
available in the CS First curriculum that school librarians can employ to meet learning 
goals (AASL, 2019). 

Coding in school libraries is a fun and interactive experience for students where 
they can practice in a low-stakes environment, often free from assessment. However, 
school librarians (and many other teachers of computer science in public schools) are not 
computer scientists and have often received no specific training or education in the area 
(Webb et al., 2017). Whereas professional computer programmers follow a code of ethics 
that describes how they should act responsibly and adhere to certain practices, behaviors, 
and attitudes (Association for Computing Machinery [ACM], 2018), school librarians 
may be unfamiliar with these principles or how to integrate them into coding practice. In 
general, the ACM code of ethics used by computer professionals explains that they 
should avoid harm, be honest and fair, avoid discrimination, and respect privacy and 
confidentiality (Association for Computing Machinery, 2018). These principles are very 
similar to concepts from information ethics, a branch of ethics that is tightly woven into 
school library standards, and provides a framework for considering privacy, 
confidentiality, censorship, moral agency, and issues related to democracy and the public 
good (Oltmann, 2018). 

To understand more about the integration of computer ethics in coding pedagogy 
for school librarians, literature that discussed the practice of teaching coding in schools 
was examined for the purposes of this paper. Practical examples of coding with students 
from teachers and librarians whose primary role was not to teach computer science were 
sought. Education and library databases were searched with keywords such as “school 
librarians and coding” or “coding and schools.” Results were delimited to exclude 
literature unrelated to K-12 schools, and also to exclude literature related to teaching 
computer science courses. There was a wealth of existing information that explains the 
issue of technology bias, and a wealth of information on computer science curriculum in 
K-12 classrooms and libraries, but with little overlap between the two. Therefore, both 
the problem of technology bias in coding, as well as the practice of teaching coding in 
schools was examined. Finally, we make recommendations for integrating existing 
models of ethical decision-making into conversations with students around their coding 
projects as a strategy for teaching K-12 students about the impacts of computing.  

The Expanding Coding Curriculum 
 

Karsenti (2019) explains that coding is the word used to describe the process of 
creating code without formal computer science training, and a programmer is the job title 
used to describe a position that employs professionals with training in specific coding 
languages. Both terms will be used respectively: coding, as an informal activity, and 
programming, as the more formal and professional version that happens within computer 
science curriculum. While students can code without the intention of becoming a 
programmer, coding programs are often implemented with the hopes that some young 
students from diverse backgrounds will indeed become programmers, enter the computer 
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science profession, or use programming skills in their places of employment (Martin, 
2017). 

Computer science curriculum is expanding in K-12 schools as new computer 
standards are developed within each state (Google Inc & Gallup Inc, 2016). Coding is 
one component of a computer science curriculum. Harrop (2018) explains that coding 
involves writing a sequence of commands in a specific programming language. For 
librarians, the strongest incentive to offer coding opportunities to children is to support 
lifelong learning so that they may enter careers related to computer science if they choose 
or use coding skills in other fields. While Harrop (2018) suggests that librarians offer 
coding opportunities in the library to prepare students for careers that require a coding 
background, such as website development, engineering, or software design, others say 
that coding skills are useful in any career because they help to develop computational 
thinking as well as support digital literacy (Hutchison et al., 2016). For example, 
Hutchison et al. (2016) describes how coding can be a way of self-expression for 
students, and that a student fluent in a coding language can tell stories, be creative, or 
collaborate in a variety of ways. 

In countries such as Finland, England, and South Korea, computer science is a 
compulsory subject (Duncan & Bell, 2015; Uzunboylu et al., 2017). In the United States, 
39 states have, or are adopting, computer science curriculum for public schools (2019 
State of Computer Science Education, 2019). Furthermore, there are computer science 
initiatives already in place in many countries, such as Australia and New Zealand. These 
initiatives seek to integrate computer science curriculum into existing curriculum 
initiatives (Webb et al., 2017). The K-12 Computer Science Framework (n.d.) was 
developed through a coalition of national organizations to support the development of 
computer science standards at the state and district levels. In the United States, computer 
science curricula are developing at the state level through the efforts of organizations like 
Project Lead the Way, Code.org, the Computer Science Teachers Organization, Google, 
and the National Math + Science Initiative (K-12 Computer Science Framework, n.d.).  

Teaching coding is a term that is synonymous with programming education, 
although the practice of teaching coding may have different meaning to different teachers 
who have varying levels of experience or are using different standards (Duncan et al., 
2014). For example, coding may be integrated into content or specialization areas, often 
by educators whose computing knowledge is self-taught or learned in professional 
development for educators. In elementary schools, teaching coding may refer to activities 
where children can integrate play while learning coding independently or use self-paced 
coding tutorials (Kalogiannaikis & Papadakis, 2017). At the secondary level, teaching 
coding refers more to the teaching of programming languages and is often taught within 
full computer science courses by teachers with more formal training (Duncan et al., 
2014).   

 
The Problem: Technology Bias within the Coding Industry 

 
An increasing body of research suggests that technology bias has significant 

social ramifications for those who are already socially disadvantaged (see Dadlani & 
Todd, 2015; Howard & Borenstien; Johnson, 2020; Naidoo & Sweeney, 2015; Noble, 
2013). Digital media scholars, like Noble (2013), describe how technology companies 
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prioritize commercial interests over fair representation, thus creating technological blind 
spots that fail to represent specific groups of people by race, gender, or religion. 
However, educators can prepare students to think critically about existing inequalities in 
technology systems by integrating critical technology perspectives. Naidoo and Sweeney 
(2015) suggest that intentional integration of critical theories in instruction can help 
students identify social inequities and begin to develop solutions for them.  

Fiesler et al. (2020) calls for an increase in computer ethics pedagogy as more 
teachers teach computer science principles in their K-12 classrooms. They explain that 
learning to use technology should involve learning how to avoid biased or harmful 
practices. One reason for this is that in-group bias is a general problem in computer 
programming, a field dominated by white men (Levin, 2019). Programmers may 
unintentionally embed their own biases in code they write. In other words, someone may 
be more likely to represent the social group that they are part of when making decisions 
(Bruneau et al., 2017). In-group bias has been studied extensively to understand how 
people behave in groups. One of the most famous examples of in-group bias is the 
Robbers Cave Experiment (Sherif et al., 1961). In this experiment, boys at a summer 
camp were placed in small groups and separated from each other. Their interactions with 
rival groups were studied by researchers. The researchers found that the boys would 
consistently show favoritism towards their own group (Sherif et al., 1961).   

Programmers and designers of artificial intelligence (AI) within many tech 
corporations are working to address in-group bias because of a general lack of diversity 
across the field (Hern, 2016). Algorithms, followed by or created by AI, impact what 
news we see, what entertainment we partake in, who we spend time with, our access to 
credit, and our access to public services (Osoba & Welser, 2017). As machine learning 
continues to influence the algorithms that we interact with daily, those algorithms 
continue to learn human biases, because the data they use to learn (social media, etc.) is 
biased (Osoba & Welser, 2017). Articles in popular media, such as The Guardian, have 
brought attention to this and have recommended that artificial intelligence ethics boards 
attempt to address some of these issues and set best practices to be followed (see Hern, 
2016; Levin, 2019). 

Bias exists in code and algorithms in many different forms. Implicit bias happens 
when cognitive biases impact a person’s beliefs or actions towards other people (Johnson, 
2020). In computing, implicit bias can become algorithmic, or machine embedded, when 
it mimics human implicit bias (Johnson, 2020). Different populations experience the 
negative impact of machine embedded biases. Villasenor (2019) identified four key 
challenges with bias in artificial intelligence (AI): bias built into data, AI-induced bias, 
teaching AI human rules, and evaluating cases of AI suspected bias. One example of AI-
induced bias, described by Villasenor (2019), relates to software making loan decisions.  
Individuals from middle-income neighborhoods are more likely to make higher incomes 
than those from lower-income neighborhoods and thus more frequently receive approval 
for loans. Over time, AI consuming this data could start giving individuals in middle-
income neighborhoods loans because of their zip code even if they do not have as many 
assets as an individual from a lower-income neighborhood (Villasenor, 2019). 
Additionally, AI can have a hard time distinguishing when something is a culturally 
accepted practice such as tipping or when it is an unlawful practice such as bribing. 
Finally, things that can appear to be biased are not always that, but untangling AI’s 
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reasoning can prove challenging as the code develops on its own through machine 
learning (Villasenor, 2019). 

New technologies also impact individuals in ways unforeseen by those who create 
tools and those who implement them. Eubanks (2018) explains how new technology is 
keeping some members of Los Angeles’ homeless community on the street because they 
do not qualify for housing programs based on algorithmic data. Similarly, in Indiana, a 
state technology system denied coverage to families eligible for food stamps and 
healthcare for non-compliance without explaining how to get in compliance, thus forcing 
families to reapply for benefits (Eubanks, 2018). The purpose of these new tools was to 
streamline processes and save money. Instead, it created more disadvantages among 
vulnerable populations. 

Google search results, based on AI algorithms, are another clear example of 
technological bias. After years of research, Noble (2018) found that search engines 
discriminate against women of color and instead elevate whiteness. Discrepancies in 
search results may not be immediately apparent, but the returned content varied greatly 
when terms such as black girls and white girls were searched (Noble, 2018). Noble 
(2018) found that when searching for black girls the top search results were pornography 
sites. In this way, algorithms can promote racism, and the results have direct implications 
on how search engine users perceive the world. Johnson (2020) also explained how 
searchers are more likely to search for is my son gifted than is my daughter gifted, 
inadvertently training AI to mimic implicit bias patterns. 

Algorithms are embedded into our lives in ways that are almost impossible for us 
to extricate ourselves from. If we engage online in any way companies capture our data 
and then use that data to make decisions about us as consumers, investors, and 
employees. This data gathering and use, and the algorithms behind it, mean we can see 
higher prices for products based on our purchasing history, be rejected for a loan because 
we are in marriage counseling, and be or not be considered for a job based on the words 
we use in our resumes (Pasquale, 2016). 

These biases that exist in code and algorithms may not be intentional; but they do 
highlight the implicit biases and blind spots of the individuals developing the software. 
Too often, the people who create software come from similar backgrounds and do not 
have a strong understanding of how their work will be implemented, or how it will 
impact the lives of users. Additionally, the way algorithms manifest themselves in 
people’s lives can be unknown to their creators. Many algorithms are built to learn from 
the data they collect; therefore, they can learn to categorize people in ways the 
programmers did not foresee, or specifically intend. 

 
Coding Practices in School Libraries 

 
Coding practices within libraries are often described in library professional 

publications. Current school library trade journals were examined in order to understand 
how coding is taught in school libraries. Four strategies for teaching coding were 
identified from the literature: teaching coding through play, the drag and drop tutorial, 
coding across the curriculum, and coding as part of design thinking projects.  

Teaching coding through play. There are many coding toys available for children 
to learn coding while playing. Many libraries and schools have makerspaces that include 
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robotics, coding applications, or 3D modeling. These spaces are often for experimenting 
or exploring and allow students to learn coding in an unstructured, fun way. Moorefield-
Lang (2015) describes makerspaces as sources of exploration, that include “making, 
hacking, inventing, crafting, or 3D printing” (p. 108). An underlying theme for 
makerspaces is learning, and the combination of a social space with innovative tools and 
resources is an ideal learning environment (Willett, 2016). Essentially, students use their 
own problem-solving strategies to play with the coding toys and learn through a relaxed 
and fun format. Some of the tools that are commonly found in a school library 
makerspace are robots and other coding tools, such as Squishy Circuits, Makey Makey, 
or Osmo, (Lamb, 2016). Kafai et al. (2014) recommends that activities using these tools 
be done in groups to encourage young coders to think about coding in teams and from a 
community perspective. 

The drag and drop tutorial. Learning to code using a tutorial is a common 
approach for introducing computer science to youth (Frederick, 2015; Smith, 2018). 
There are a variety of free tutorials designed to teach students to code, like Google’s CS 
First, Scratch Jr., Hour of Code, and Code.org (Smith, 2018). These programs provide 
coding blocks that students can easily manipulate. They are heavily scripted and include 
instructions, lesson plans, and assessments. Teachers can use the lessons as is or adapt 
them. A program like CS First also includes a learning management system so that 
teachers can manage their students’ activity and completion. In addition, CS First offers 
reflective opportunities meant to increase students’ problem-solving abilities (Google for 
Education, n.d.). The Hour of Code program can be introduced in school libraries, outside 
of the classroom and other existing curriculum (Frederick, 2015). These programs allow 
for librarians to provide coding opportunities to students without having to know how to 
code themselves (Frederick, 2015). Colby (2015) shared experiences after conducting an 
Hour of Code event at a high school. Students with varying levels of coding experience 
completed tutorials that introduced them to computer programming (Colby, 2015).  

Coding Across the Curriculum (STEAM projects). School librarians are 
instructional partners who work with other educators to collaborate to meet curriculum 
and information literacy goals. Coding can be integrated into an existing project in a 
content area to create a more meaningful coding project. Moura (2018) refers to this as 
“Coding Across the Curriculum”, similar in language to Falkner and Vivian’s (2015) 
technical report, Coding Across the Curriculum: a Resource Review. Falkner and Vivian 
(2015) present several ways that coding can be integrated into other subject areas. For 
example, in a geography lesson, students can draw a map and code a robot to visit 
different places or write if-then statements for a storytelling assignment in an English 
class. Hutchison et al. (2016) also recommend that coding be taught in combination with 
other common core standards. They provide an example of how My Robot Friend, a 
coding app (which is no longer available) in which students use an algorithm created with 
symbols to code a robot to stack cups, could be aligned with English Language Arts 
standards to create a more meaningful activity (Hutchison et al., 2016).  

Design Thinking Projects. One way to teach more robust computational concepts 
is to integrate design thinking. Design thinking includes five stages of problem solving: 
empathize, define, ideate, prototype, and test (Cross, 2011). Cross (2011) explains that 
the first stage of empathize encourages students to research the needs of the user. This 
step is important for promoting ethics and avoiding bias. Instead of designing a product 



Education Libraries, 44:1 (2021) 
© Education Division, Special Library Association 

8 
 

the way the student wishes it to exist, the student must learn what needs the user 
possesses. This process builds empathy in the student (designer).  

Design thinking can also be used to teach coding by having students think 
backwards about developing an app (Kiang, 2015). Instead of learning to code first, 
students are asked to start with a problem, then work through it systematically to create 
an app that can solve the problem (Kiang, 2015). Another initiative that encourages 
students to think about coding from a design standpoint, is the ALA Ready to Code 
project. The ALA Ready to Code project is a collaborative initiative between Google and 
the American Libraries Association to integrate coding and computational thinking 
activities into library programming for youth (Subramanium et al., 2019). Subramanium 
et al. (2019) explains that in the Ready to Code initiative, Google provided funding for 
several different libraries to integrate coding projects into the library. Some of these 
projects utilize design thinking to encourage students to think like engineers. One of the 
examples shared on the Ready to Code website, is the Feathered Friends project (Visser, 
2018). In the Feathered Friends project, a school district used connected learning, design 
thinking, and computational thinking to enhance their coding initiative, and older and 
younger students worked together in a client-engineer relationship (Visser, 2018). The 
older students took the role of engineer and interviewed younger students about their 
“problem” before designing a solution for them. The interviews consisted of learning 
more about the younger students, including their needs and use of the project, as well as 
how it would affect them (Visser, 2018). 

 
Recommendation: Computer Ethics Pedagogy 

 
Each of the strategies described above could include opportunities for the school 

librarian to have productive conversations around students’ ethical coding practices. 
School librarians must make an intentional effort to include elements that require students 
to think outside of their own experiences and to understand how others perceive or are 
affected by an application. It is important for school librarians to understand that many of 
the existing coding tutorials and activities are more technical in nature and need to be 
enhanced to encourage students to think about the impact of coding. Jones (2016) 
suggests that ethical considerations should be embedded into student coding projects 
from the start. For example, a CS First tutorial is very well-designed for children to learn 
to code and execute tasks. It even includes reflective opportunities which support the 
problem-solving process. But as a standalone tutorial, it will not ask students to consider 
the broader social context. The tutorial needs supplementation by the school librarian to 
include opportunities for students to think outside of themselves and what they already 
understand about the world. A few simple ways to enhance a coding tutorial might be to 
allow students to engage in group discussions prior to coding, work in teams of diverse 
groups to create or test the code, or seek feedback from others after completing the 
project.  

Computer ethics assumes that there are societal implications that affect core 
human values (life, happiness, freedom, security, etc.) when using computers (Moor, 
1999). Specifically, Wiener (1954) speculated that the rise in computing and automated 
systems would lead to social and ethical inequities. At the time, Wiener used the term 
cybernetics to describe how machines would make decisions for humans and theorized 
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that this would have implications for modern society. They recommended that those 
working with computers should consider the effects of automation on the individuals who 
will use it. In the 1950s, humans were still able to beat a computer at playing chess, 
however Wiener predicted that computers would soon be able to learn and then beat 
humans, with many implications to follow. As predicted, this kind of computer-driven 
decision making has since been used for war games, business, and other artificial 
intelligence operations (Bynum, 2017). Computer ethics frameworks ask that these 
programs be developed with care and concern for others.  

Walter Maner further developed the concept of information ethics to specifically 
include computers and coined the term computer ethics (Bynum, 2001). Maner (2002) 
noted that computers made ethical situations more complex. To find a practical way to 
apply ethics to computing, Maner explored the domain of ‘procedural ethics’. They found 
several heuristic procedures that could be used to guide ethical decision-making. One of 
these procedures is called The Ethical Decision-Making Model. This model was 
developed specifically for teenagers and is a procedure that allows students to consider 
conflict resolution in several ways: 

1. Identify stakeholders. 
2. Identify values: ethical and nonethical.  
3. Ethical values trump nonethical values.  
4. If two ethical values conflict, the one that produces the greatest good for 

the greatest number wins. (Maner, 2002, p. 349) 
 Integrating an ethical decision-making model into a classroom or existing lesson 
is often referred to as embedded ethics, or micro-insertion (Davis, 2006).  Teaching ethics 
through an embedded ethics approach can improve students’ ethical judgement (Davis, 
2006). Specifically, Davis suggested that ethics can be integrated into a curriculum 
without making substantial changes. One way to do this may be to include case studies or 
scenarios that students can discuss (Kert et al., 2012). Kert et al. (2012) describes several 
scenarios that can be used for computer ethics education, like ethical dilemmas. These 
scenarios allow students to engage in decision making processes related to real life 
situations that arise because of computers. In one case, Kert et al. (2012) used the 
example of a security threat, in which a student creates an algorithm that can detect 
security vulnerabilities in a computer system. However, a hacked company traces the 
attack back to the school where the student resides (Kert et al., 2012). In this ethical 
dilemma, computer science students would consider the perspectives of the hacked 
company, the student, the university, and the professor, to determine the ethical issues 
(Kert et al., 2012).  
 School librarians in K-12 schools can also incorporate ethical discussions into 
their coding lessons. Even if students work individually on coding tutorials, 
conversations before, during, or after the lesson can encourage students to think about 
their projects from an ethical standpoint using an ethical framework. These conversations 
can be led by guided questions that do not have right or wrong answers and can 
encourage students to think more deeply about the ethical implications of their projects. 
Table 1 and Table 2 were created to provide examples of questions that school librarians 
can use to guide discussions about ethics in coding. The examples include core human 
values and were chosen to show how school librarians can guide discussions at different 
grade levels. Scenarios were constructed that incorporated coding activities a school 
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librarian might experience, and questions were developed to encourage critical, ethical 
thinking related to the activity and within Maner’s (2002) framework.  These examples 
were inspired by Moor’s (1999) seminal article on computer ethics that lists core human 
values. In the examples, ethical and nonethical values are included. Ethical values are 
those values that are universally accepted (e.g. honesty, integrity) while nonethical values 
speak to what individuals prioritize (e.g. financial stability, efficiency) (Moor, 1999). 
 
 
Table 1. Guiding questions for ethical discussions for middle school students aligned 
with Maner’s (2002) ethical decision-making model scenario 1. 
Scenario: A group of middle students are working on a coding project. Their task is to design a 
technology that will help others. The group decides to write a code that will trigger a camera 
to record video of children playing on the playground so they can identify when a child has 
been bullied. The teacher wants to encourage students to think more critically about this idea.  

Ethical Procedure Guiding Questions (example) 

Identify stakeholders. Who is involved? 
Who will be affected? 
Who will be helped? 
Who will be hurt? 

Identify values: ethical and 
nonethical.  

What is the value of this project? 
What are the reasons we should create this project? 
What are the reasons we should not create this project? 
What will happen if…(e.g. a student is embarrassed about what 
is seen on the video? The camera records things not related to 
bullying? Someone is accused incorrectly of being bullied? 
What if someone is bullied and the camera doesn’t catch it?) 
 

Ethical values trump 
nonethical values.  

Do any of these concerns fall within one of the core human 
values? (e.g. life, health, happiness, security, resources, 
opportunities, knowledge, privacy) 
 

If two ethical values conflict, 
the one that produces the 
greatest good for the greatest 
number wins 

Is there a way to modify this system to produce more good for 
more people? 
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Table 2. Guiding questions for ethical discussions for elementary students /aligned 
with Maner’s (2002) ethical decision-making model scenario 2. 
Scenario: Elementary students create their own superhero using code in a block-based 
programming platform. The teacher wants to encourage the students to consider empathy as 
they design their superhero. 

Ethical Procedure Guiding Questions (example) 

Identify stakeholders. Who is your superhero? 
What powers does your superhero have? 
Who else is in your superhero story? 

Identify values: ethical and 
nonethical.  

What does your superhero do to help people?  
Who does your superhero help? 
What are the reasons that someone would need your superhero? 
 

Ethical values trump 
nonethical values.  

Which of the core human values does your superhero help with 
the most? (e.g. life, health, happiness, security, resources, 
opportunities, knowledge, privacy) 
 
What do your friends find valuable about your superhero? 
 

If two ethical values conflict, 
the one that produces the 
greatest good for the greatest 
number wins 

Who else could your superhero help that you did not think of 
before? 
Is there anything else your superhero can do with their powers 
to help more people? 

 
 

Discussion 
 

We began this paper with two goals. The first was to understand more about 
ethical concerns in programming, and their implications on society. The second was to 
understand more about how school librarians teach coding in order to identify ways to 
introduce ethical concepts related to technology applications. What we found was that 
there is very little research and even less practical application addressing computing 
ethics at the K-12 level. In addition, little research on the coding practices of school 
librarians has been published. There are, however, many current papers related to coding 
in school libraries, that describe engaging activities and have suggestions for school 
librarians who wish to build a coding program in their school. Of all the examples found 
during this review, only the Feathered Friends project (Visser, 2018), included 
discussions with students related to ethical decision making.  

In K-12 education, coding and computer science is a growing content area with 
new standards and guidelines emerging around the world. If children learn to code with 
others in mind at a young age, they will be well-prepared to work as programmers or in 
other jobs that require them to consider the impacts of their work on those affected. There 
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are several common ways to teach code, including through games, block-based 
programming, and through content-based projects. As such, an ethical decision-making 
process, as recommended within the field of computer ethics, may allow librarians to 
supplement basic coding instruction with ethical conversations that encourage students to 
think about the greater impact of coding on others.  

 
Future Studies 

 
There is still work to be done in this area. One possible reason for a dearth of 

literature on ethics instruction in coding at the K-12 level is that incorporating ethics may 
be challenging due to its abstract nature. There is not always a clear correct answer. 
Instead, students must wrestle with core human values and non-ethical values which can 
often result in difficult classroom conversations. The authors hope this article encourages 
additional work, in both research and teaching, related to the integration of ethics and the 
impact of computing, and its role in the school library.  

Outside of the school library, future research could explore habits of mind that are 
taught in computer science courses and the impact of ethical decision-making when 
integrated into K-12 coding classes. In addition, lesson plans that incorporate coding 
tutorials with ethical practice should be more readily available. Ethical case studies that 
are applicable to the K-12 environment could be developed. Specific examples for 
teaching the impact of computing should also be made available for teachers. Finally, 
school librarian and teacher education programs should include ethical frameworks. 
Webb (2019) recommends that universities encourage students studying computer 
science to obtain a dual degree “in computer science and political science, philosophy, 
anthropology, international relations, economics, creative arts, theology, and sociology” 
(p. 258). Additionally, Webb suggests that ethics be integrated into many courses instead 
of being taken as a standalone course that does not directly relate to computer science 
curriculum. While Webb recommends these changes for universities, similar cross-
disciplinary discussions should be encouraged in both K-12 curriculum and information 
studies programs. Introducing students to these important topics earlier in their schooling 
will help young students to critically consider how computing can impact, sustain, or 
improve social inequities, as well as protect or infringe on people’s rights. 
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